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Graph algorithms typically have very low computational intensities, hence their execution times
are bounded by their communication requirements. In addition to improving the running time dras-
tically, reducing communication will also help improve the energy consumption of graph algorithms.
Many of the positive results for communication-avoiding algorithms come from numerical linear al-
gebra. This suggests an immediate path forward for developing communication-avoiding graph
algorithms in the language of linear algebra. Unfortunately, the algorithms that achieve commu-
nication optimality for asymptotically more available memory are the so-called 3D algorithms, yet
the existing software for graph analytics is either 1D or 2D. In this talk, I will describe two new
communication-avoiding kernels for graph computations, discuss how they can be integrated into
an existing library like the Combinatorial BLAS and how they can be incorporated into the future
Graph BLAS standard.

Sparse matrix-matrix multiplication (SpPGEMM) enables efficient parallelization of various graph
algorithms. It is the workhorse of a scalable distributed-memory implementation of betweenness
centrality, an algorithm that finds influential entities in networks. Existing parallel algorithms for
SpGEMM spend the majority of their time in inter-node communication on large concurrencies.
We investigated communication-optimal algorithms for Sp GEMM. Our theoretical paper [1] proves
new communication lower bounds, presents two new communication-optimal algorithms, and pro-
vides a unified communication analysis of existing and new algorithms. Here, I will also discuss the
implications of input/output sparsity on the choice of stationary and replicated matrices [2].

All-pairs shortest paths is a computationally intensive graph algorithm. For dense graphs, we
developed a distributed memory algorithm that is communication optimal. This work-efficient
algorithm is based on the recursive version of Kleene’s algorithm (as opposed to the more popular
Floyd-Warshall algorithm), and uses the ideas from 3D algorithms that replicate the input data
¢ times to reduce communication by a factor of y/c. The algorithm enables much better strong
scaling, and we were able to solve a 65K vertex dense APSP problem in about two minutes [3].
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