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Exascale Streaming Data Analytics:
Real-world challenges

All involve analyzing massive 
streaming complex networks:
• Health care  disease spread, detection 

and prevention of epidemics/pandemics 
(e.g. SARS, Avian flu, H1N1 “swine” flu)

• Massive social networks 
understanding communities, intentions, 
population dynamics, pandemic spread, 
transportation and evacuation

• Intelligence  business analytics, 
anomaly detection, security, knowledge 
discovery from massive data sets

• Systems Biology  understanding 
complex life systems, drug design, 
microbial research, unravel the mysteries 
of the HIV virus; understand life, disease,

• Electric Power Grid  communication, 
transportation, energy, water, food supply

• Modeling and Simulation  Perform full-
scale economic-social-political 
simulations
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Million Users

Exponential growth:
More than 900 million active users

Sample queries: 
Allegiance switching: 
identify entities that switch 
communities.
Community structure:
identify the genesis and 
dissipation of communities
Phase change: identify 
significant change in the 
network structure

REQUIRES PREDICTING / INFLUENCE CHANGE IN REAL-TIME  AT SCALE

Ex: discovered minimal 
changes in O(billions)-size 
complex network that could 
hide or reveal top influencers  
in the community
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[ OBJECTIVE ]
Research and develop new algorithms and 
software for crucial graph analysis problems 
in cybersecurity, intelligence integration, 
and network analysis.

[ DESCRIPTION ]
GRATEFUL will contribute to achieving 
resilience against errors and also extreme 
power efficiency through DARPA's Power 
Efficiency Revolution for Embedded 
Computing Technologies (PERFECT) 
program, continuing the trend of algorithms 
and software contributing along side of 
hardware advances to reduce power and 
increasing performance.
GRATEFUL enables deployment of 
advanced, mission-critical graph analysis 
applications within DARPA's power, 
performance, and resilience constraints.

[ GRATEFUL: Graph Analysis Tackling power Efficiency, Uncertainty, and Locality ]

David A. Bader and Jason Riedy
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Example: Mining Twitter for Social Good
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Graph500 Benchmark, www.graph500.org

• Cybersecurity
– 15 Billion Log Entires/Day (for large 

enterprises)
– Full Data Scan with End-to-End Join 

Required

• Medical Informatics
– 50M patient records, 20-200 

records/patient, billions of individuals
– Entity Resolution Important

• Social Networks
– Example, Facebook, Twitter
– Nearly Unbounded Dataset Size

• Data Enrichment
– Easily PB of data
– Example: Maritime Domain 

Awareness
• Hundreds of Millions of Transponders
• Tens of Thousands of Cargo Ships
• Tens of Millions of Pieces of Bulk 

Cargo
• May involve additional data (images, 

etc.)

• Symbolic Networks
– Example, the Human Brain
– 25B Neurons
– 7,000+ Connections/Neuron
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Defining a new set of benchmarks to guide the design of hardware architectures and 
software systems intended to support such applications and to help procurements. 
Graph algorithms are a core part of many analytics workloads. 
Executive Committee: D.A. Bader, R. Murphy, M. Snir, A. Lumsdaine

• Five Business Area Data Sets:



The Cray XMT

• Tolerates latency by massive multithreading
– Hardware support for 128 threads on each processor
– Globally hashed address space
– No data cache 
– Single cycle context switch
– Multiple outstanding memory requests

• Support for fine-grained, 
word-level synchronization

– Full/empty bit associated with every 
memory word

• Flexibly supports dynamic load balancing

• Our graph SW currently tested on a 512 processor XMT: 64K threads
– 4 TB of globally shared memory

– XMT2 supports 512 processors and 64TB  of globally shared memory
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Comparing Performance of Large Graph Algorithms on 
MapReduce and the Cray XMT

• Bin Wu [Wu & Du, AICI 2010; Wu et al. ICNC 2011] present results on connected 
components and clustering coefficients using Hadoop on a commodity cluster.

– Wu et al. use label propagation for the determination of the connected components of a static graph.
– The test platform is a cluster containing 8 servers with 4 GB main memory each
– The test data set is extracted from a telephone call graph containing 1.2 million vertices and 16 million 

edges. 
– The execution time presented in Figure 3 of their paper indicates that the computation of connected 

components required approximately 40 minutes.

• Using our code running on a 128-processor Cray XMT.
– Using a synthetic RMAT graph generator with a power-law distribution in the number of neighbors, we 

obtained a graph with 134 million vertices and 2.1 billion edges. 
– The connected components computation took 15.1 seconds.
– A good estimate of I/O time is about 3 minutes.

 Processing rates: 6K edges/sec vs. 139M edges/sec !!
 Our implementation on the Cray XMT is 159 times faster than the Hadoop results 

presented, on a graph with 133 times as many edges.
 Over 4 orders of magnitude FASTER  edge processing rate!
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STINGER Software Dissemination

• http://www.cc.gatech.edu/stinger
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• Handles high-rates of streaming 
data, concurrently ingested with 
complex analytics

• Semantic relations (vertices and 
edges have types)

• Streaming analytics for 
maintaining graph properties, 
anomaly detection, temporal 
analytics

 Predictive analytics in real-time



Conclusions

• Need solutions that can handle unstructured ‘Big 
Data’ in motion, complex analytics, and fast 
transactions

• Solving massive scale analytic problems in real-time 
requires strategic investments in a portfolio of 
– high performance computing architectures
– data-intensive programming models, and 
– parallel algorithms.

• Mapping applications to high performance 
architectures may yield 6 or more orders of 
magnitude performance improvements
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